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Our Team
• Founded by Dillon Thompson Erb

and Daniel Kobran in 2015

• Based in Brooklyn, NY, with 30+ team 
members worldwide

Our Goal
• Provide a high-performance cloud 

infrastructure and integrated 
development/deployment environment 
for deep learning

About Paperspace



Agenda
1. The State of ML/DL Development

2. Barriers to Entry

3. CI/CD for Traditional Apps vs. ML/DL

4. Emerging Best Practices



By 2023, AI and deep-learning 
techniques will be the most 
common approaches for new 
applications of data science”
Alexander Linden
VP, Artificial Intelligence & Machine Learning at Gartner



Raw components 
are here.

Currently limited to 
select few.

Primed to enter 
mainstream.

• Algorithms
• Massive data streams
• Parallel compute

Only accessible to 
Uber/Facebook that have 
built large pipelines 
internally.

Every company stands to gain. 
Most are struggling with putting 
all the pieces together to start.

The State of ML/DL Today



Challenges

No tooling, ML-Ops 
is nascent.

AI hardware is 
rapidly evolving.

Hurdles to 
productionize.

Nothing for developers to 
plug into. Loss of 
productivity.

Infrastructure is quickly 
outdated and difficult to 
maintain.

Significant upfront investment, 
time to market is 6 to 18 months! 





Traditional Software Deep Learning

The Software Development ecosystem is rich

Storage, CDN, deploy, monitor, VPC,  
Load balance, IPsec, CI/CD, DNS . . .

+ 100smore

?

?
?

data, notebooks, t r a i n , v i s u a l i ze ,   
co l laborate, vers ion, hyperparameters . . .

?
? ?

??



ML engineers spend 80% of their time managing 
infrastructure and tooling.



The ML/DL Development Lifecycle



CI/CD Workflow for Traditional Apps 
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CI/CD Workflow for ML/DL



Semantics
Input
1. Data governance

2. Data versioning

Triggers
1.Data drift

2. Model drift

Output
1. Artifact management

2. Multi-armed bandit

3. Edge vs datacenter



Observations
1. Tooling will change to accommodate

more complicated semantics.

2. Binary (pass/fail) will give way to  
richer abstractions.

3. Tools will go wide and deep to close 
the  ML-Ops feedback loop.

4. From a hardware perspective, the
edge and the datacenter will merge.



Emerging Trends

• Model drift monitoring
• Monitoring several models and their 

performance over time.

• Rollback models and model repos
• Input new data to existing models
• Pre-trained models for emerging use cases 

specific for your business.

• Jupyter
• Standard for learning. Seeing traction 

for training and some deployments.

• Containers and Kubernetes
• Silo concerns of data scientists and dev 

ops
• K8s for container orchestration



In the Field: Uber’s Michelangelo Platform

End-to-End Workflow Model Developer Velocity ML-as-Engineering Modular & Tiered
Build, train, refine, 
and deploy models

Innovation comes 
from lots of iteration.

Apply CI/CD methods 
from software to ML

Assembled for 
specialized use cases.





Build, train, and 
deploy your ML/DL 
models at scale.
Learn more at www.gradient.cloud 
Email me at raj@paperspace.com

Thanks for listening!


